Numerical Optimization - Course Syllabus

Course Number: AMCS211
Course Title: Numerical Optimization

Academic Semester: Spring  Academic Year: 2015/2016
Semester Start Date: Jan 24, 2016  Semester End Date: May 19, 2016

Class Schedule: Sunday and Wednesday (4:00PM-5:30PM)
Classroom Number: TBD

Instructor(s) Name(s): Bernard Ghanem
Email: bernard.ghanem@kaust.edu.sa
Office Location: Building 1, Room 2125
Office Hours: TBD
Teaching Assistant name: TBD
Email: TBD

COURSE DESCRIPTION FROM PROGRAM GUIDE
Solution of nonlinear equations. Optimality conditions for smooth optimization problems. Theory and algorithms to solve unconstrained optimization; linear programming; quadratic programming; global optimization; general linearly and non-linearly constrained optimization problems.

COMPREHENSIVE COURSE DESCRIPTION
This course studies fundamental concepts of optimization from two viewpoints: theory and algorithms. It will cover ways to formulate optimization problems (e.g. in the primal and dual domains), study feasibility, assess optimality conditions for unconstrained and constrained optimization, and describe convergence. Moreover, it will cover numerical methods for analyzing and solving linear programs (e.g. simplex), general smooth unconstrained problems (e.g. first-order and second-order methods), quadratic programs (e.g. linear least squares), general smooth constrained problems (e.g. interior-point methods), as well as, a family of non-smooth problems (e.g. ADMM).
GOALS AND OBJECTIVES

At the end of this course, students should:

• be able to formulate problems in their fields of research as optimization problems by defining the underlying independent variables, the proper cost function, and the governing constraint functions.

• be able to transform an optimization problem into its standard form as outlined in the course.

• understand how to assess and check the feasibility and optimality of a particular solution to a general constrained optimization problem.

• be able to evaluate whether the cost function and the constraints are convex, thus defining a convex problem with strong guarantees on optimality and convergence.

• be able to use the optimality conditions to search for a local or global solution from a starting point.

• be able to formulate the dual problem of some general optimization types and assess their duality gap using concepts of strong and weak duality.

• understand the computational details behind the numerical methods discussed in class, when they apply, and what their convergence rates are.

• be able to implement the numerical methods discussed in class and verify their theoretical properties in practice.

• be able to apply the learned techniques and analysis tools to problems arising in their own research.

REQUIRED KNOWLEDGE

Prerequisites include multivariate calculus, elementary real analysis, and linear algebra.

REFERENCE TEXTS

Required Textbook:


Reference Books:

• Linear Programming with MATLAB, M. Ferris, O. Mangasarian, and S. Wright, MPS-SIAM Series on Optimization, 2007

• Convex Optimization, S. Boyd and L. Vandenberghe, Cambridge University Press, 2004
**METHOD OF EVALUATION**

<table>
<thead>
<tr>
<th>Graded content</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>30% Bi-Weekly Homework</strong></td>
</tr>
<tr>
<td><strong>30% Midterm Exam</strong></td>
</tr>
<tr>
<td><strong>30% Final Exam</strong></td>
</tr>
<tr>
<td><strong>5% Course Project</strong></td>
</tr>
<tr>
<td><strong>5% Quizzes</strong></td>
</tr>
</tbody>
</table>

**COURSE REQUIREMENTS**

**Assignments**

Homework and Quizes:

There will be homework assignments every two weeks, which include programming problems. The handed-in assignment will be corrected in a timely manner and solutions will be provided by the instructor thereafter. Drop quizzes will be administered at the beginning of some classes at the discretion of the instructor to make sure the students are following the course material. Therefore, student attendance and pre-class preparation is very important. It is expected that each student does his/her own assignment individually. Copying homeworks is not tolerated and will be dealt with accordingly.

**Exams:**

Two exams are scheduled during the semester, outside of class hours. The date and time of the midterm exam will be agreed upon via a unanimous vote. The exams are closed book, but each student is allowed one A4 hand-written “cheat sheet” for the midterm exam and two such sheets for the final. The content of these sheets is at the discretion of the student.

**Project:**

The end of semester project gives each student an opportunity to apply the concepts and methods taught in class to optimization problems they encounter in their own research. Each student will propose their own project, upon the consent of the instructor. If a student cannot come up with a feasible topic for their project, the instructor will propose one for him/her.

**Course Policies**

All homework assignments, quizzes, and exams are required. Students who do not show up for a quiz or an exam should expect a grade of zero. If you dispute your grade on any homework, quiz, or exam, you may request a re-grade (from the TA for the homeworks and quizzes or from the instructor for the exams) only within 48 hours of receiving the graded exam. Incomplete (I) grade for the course will only be given under extraordinary circumstances such as sickness, and these extraordinary circumstances must be verifiable. The assignment of an (I) requires first an approval of the dean and then a written agreement.
between the instructor and student specifying the time and manner in which the student will complete the course requirements.

**Additional Information**

Optimization is at the core of many fields in applied mathematics, engineering, and computer science. For example, engineers want to design the “best” system that has a certain desirable behavior, while remaining faithful to the design specifications. This inherently describes an optimization problem. Once formulated and modeled, knowledge of feasibility, optimality, and numerical methods to achieve both is needed. As such, this course teaches students the building blocks to find the “best” solutions they are seeking.

Although this course highlights fundamental points that are needed for a deeper study of the field of optimization, it obviously cannot cover all aspects of this topic. Therefore, it is the student’s responsibility to take initiative and pursue external readings and exercises (self-study) to better understand the rich material being conveyed and to appreciate its impact on the research process more.

**NOTE**

The instructor reserves the right to make changes to this syllabus as necessary.